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Abstract
The magnetic properties of a spin-1 Blume–Capel (BC) model on a square lattice \((q=4)\) with a ferromagnetic interaction have been examined here by the use of Monte Carlo (MC) simulation technique and an introduced effective-field approximation (IEFT), which includes the correlations between different spins that emerge when expanding the identities. The effects of the external magnetic field and crystal field on the magnetic properties of the spin system are discussed in detail. In order to obtain credible results, a detailed comparison of the results obtained by the two methods has been made with those of the other methods in the literature. A number of interesting phenomena originating from the temperature, crystal field and external field have been found.

PACS numbers: 05.50.+q, 75.10.Hk, 75.40.Cx, 75.40.Mg, 64.60.De

1. Introduction

The spin-\(S (S \geq 1/2)\) Blume–Capel (BC) model is one of the most extensively studied models in statistical mechanics and condensed matter physics. This is because the BC model is a very simple model and exhibits a variety of multicritical phenomena such as a phase diagram with ordered ferromagnetic and disordered paramagnetic phases separated by a transition line that changes from a continuous phase transition to a first-order transition at a tricritical point. This model is also a generalization of the standard Ising model. Indeed, its longitudinal crystal field or the single-ion anisotropy included version was introduced as a spin-1 Ising model by Blume [1] and independently by Capel [2] in the literature; therefore, it is called a Blume–Capel model. Furthermore, versions and extensions of the model can be applied to describe many different physical situations such as multicomponent fluids, ternary alloys, \(^3\)He–\(^4\)He mixtures, as well as various magnetic problems [3]. The spin-1 system was studied by a variety of methods such as the two-spin cluster [4], the Bethe lattice approximation (BLA) [5], the series expansion (SE) method [6], constant-coupling approximation (CCA) [7], the cluster variation method (CVM) [8], Monte Carlo (MC) simulations and Monte Carlo renormalization-group (MCRG) methods [9–11], finite-size scaling (FSS) [12–15], the renormalization-group (RG) method [16–18] and effective-field theory (EFT) [19–21].

Recently, in order to improve the statistical accuracy of EFT based on differential operator technique, Kaneyoshi introduced the correlated effective-field theory (CEFT) [22], a new type of cluster theory (CT) [23] and the extended decoupling approximation (DA) [24] in the spin-\(S\) Ising ferromagnetic system. However, these approximations are not sufficient enough to improving the results much. The reason may be the usage of a decoupling approximation in EFT, because the decoupling approximation neglects the correlations between different spins that emerge when expanding the identities. The statistical accuracy of the studies mentioned above is essentially equivalent to the Zernike approximation [25]. Furthermore, a new approximation (the expanded Bethe–Peierls approximation (EBPA)) is introduced by Du et al [26] to improve the critical values (transition temperature \(k_B T_c/J\) and value of \(D_t/J\) at the tricritical point) for spin-1 Ising systems on two- and three-dimensional...
lattices, but EBPA is not an application to study the phase diagram of a spin-$S$ transverse Ising ferromagnetic system. Most formulations in the studies mentioned above are based on the identities valid for the Ising spin systems.

In our introduced effective-field (IEFT) approximation [27–29], the effective field is determined from the condition that the expectation value of the central spin is equal to that of the perimeter spins. The IEFT approximation takes into account the correlations between different spins in the cluster of considered lattices. Namely, the hallmark of the IEFT is to consider the correlations between different spins that emerge when expanding the identities. Therefore, it is expected that the calculation result will be more accurate.

On the other hand, for many decades, MC simulation [30] has been one of the main tools for studying problems in many areas of physics such as continuous spin systems, fluids, polymers, disordered materials and lattice gauge theories. This method is a powerful numerical approach and is widely used to study the problems mentioned above. By utilizing this tool, we can understand many complex systems, especially interesting phenomena, e.g. critical phenomena and phase transitions, which are otherwise almost impossible to comprehend. More specifically, in condensed matter physics, the MC simulation method was the primary method used to obtain concrete results even after the development of renormalization group techniques [31].

In this paper, we aimed to solve the ferromagnetic spin-$1$ BC model on a two-dimensional lattice with $q = 4$, in the presence of longitudinal crystal and magnetic fields and study the effect of the longitudinal crystal field and magnetic field on the magnetic properties of the spin system by using the IEFT approximation. In addition, in order to compare the results of IEFT, we employed MC simulations as an alternative approach for the same model. The layout of this paper is as follows. In section 2, we present in brief the formulations of the IEFT and MC methods we used. The results and discussions are presented in section 3. Finally, section 4 contains our conclusions.

2. Formulation and simulation technique

At first, we discuss how the theory can be formulated within the framework of the EFT with correlations. In order to do this, we consider a two-dimensional lattice that has $N$ identical spins arranged. On the lattice, we select a system that consists of a central spin, labeled 0, and $q$ perimeter spins that are the nearest neighbors of the central spin. The system consists of $(q + 1)$ spins, which are independent of the value of $S$. The nearest-neighbor spins are in an effective field produced by the outer spins, which can be determined by the condition that the thermal average of the central spin is equal to that of its nearest-neighbor spins. The Hamiltonian of the spin-$1$ BC model in a longitudinal magnetic field is given by

$$H = -J \sum_{(i,j)} S^z_i S^z_j - D \sum_i (S^z_i)^2 - h \sum_i S^z_i,$$

where the first summation is over the nearest-neighbor pair of spins and the operator $S^z_i$ takes the values $S^z_i = \pm 1, 0$. $J$, $D$ and $h$ represent the exchange interaction, single-ion anisotropy (i.e. crystal field) and the longitudinal magnetic field, respectively. By the use of the exact Van der Waerden identity [32] for the spin-1 Ising ferromagnetic system with the coordination number $q$, the thermal average of the spin variables at the site $i$ is given by

$$\langle \{f_i\} S^z_i \rangle = \left\{ \{f_i\} \exp \left( J \sum_{k} S^z_k \right) \nabla \right\} F(x)|_{x=0},$$

where $\nabla = \partial / \partial x$ is a differential operator, $\delta$ expresses the nearest-neighbor sites of the central spin and $\{f_i\}$ can be any function of the Ising variables as long as it is not a function of the site. The function $F(x)$ depends on the spin value $S$. From equation (2) with $\{f_i\} = 1$, the thermal average of a central spin can be represented for a square lattice ($q = 4$) as

$$m_0 = \left( \prod_{k=1}^4 \left[ 1 + S^z_k \sinh(J \nabla) + (S^z_k)^2 \cosh(J \nabla) - 1 \right] \right) \times F(x)|_{x=0}$$

$$= l_0 + 4k_1 \langle S_1 \rangle + 4(l_2 - l_0) \langle S^z_2 \rangle + 6l_1 \langle S_1 S_2 \rangle$$

$$+ 12(k_2 - k_1) \langle S_1 S_2^2 \rangle + 6(l_4 - l_1) \langle S_1 S_2 S_3 \rangle$$

$$+ 4k_3 \langle S_1 S_2 S_3 \rangle + 12(l_4 - l_1) \langle S_1 S_2 S_3 S_4 \rangle$$

$$+ 12(k_4 - 2k_2 + k_1) \langle S_1 S_2^2 S_3 \rangle + 4(l_5 - 3l_3 + 3l_2 - l_0)$$

$$\times (S_1^2 S_2^2 S_3^2 S_4^2) + l_6 \langle S_1 S_2 S_3 S_4 \rangle + 4(k_5 - k_3) \langle S_1 S_2 S_3 S_4 \rangle$$

$$+ 6(l_1 - 2l_4 + l_6) \langle S_1 S_2 S_3 S_4 \rangle$$

$$+ 4(k_6 - 3k_4 + k_2 - k_1) \langle S_1 S_2 S_3 S_4 \rangle$$

$$+ (l_0 - 4l_2 + 6l_3 - 4l_5 + l_7) \langle S_1^2 S_2^2 S_3^2 S_4^2 \rangle, \quad (4)$$

with the coefficients

$$k_1 = \sinh(J \nabla) F(x) |_{x=0},$$

$$k_2 = \sinh(J \nabla) \cosh(J \nabla) F(x) |_{x=0},$$

$$k_3 = \sinh^3(J \nabla) F(x) |_{x=0},$$

$$k_4 = \cosh^2(J \nabla) \sinh(J \nabla) F(x) |_{x=0},$$

$$k_5 = \sinh^3(J \nabla) \cosh(J \nabla) F(x) |_{x=0},$$

$$k_6 = \cosh^3(J \nabla) \sinh(J \nabla) F(x) |_{x=0},$$

$$l_0 = F(0),$$

$$l_1 = \sinh^2(J \nabla) F(x) |_{x=0},$$

$$l_2 = \cosh(J \nabla) F(x) |_{x=0},$$

$$l_3 = \cosh^2(J \nabla) F(x) |_{x=0},$$

$$l_4 = \sinh^2(J \nabla) \cosh(J \nabla) F(x) |_{x=0},$$

$$l_5 = \cosh^3(J \nabla) F(x) |_{x=0},$$

$$l_6 = \sinh^2(J \nabla) \cosh^2(J \nabla) F(x) |_{x=0},$$

$$l_7 = \cosh^4(J \nabla) F(x) |_{x=0},$$

$$l_8 = \sinh^4(J \nabla) F(x) |_{x=0}.$$
spin-1 Ising system is given by

\[ F(x) = \frac{2 \sinh(\beta(x + h))}{2 \cosh(\beta(x + h)) + \exp(-\beta D)}. \]  

(5)

Next, the average value of a perimeter spin in the system can be written as follows and it is found as

\[ m_1 = \langle S_1 \rangle \]
\[ = \langle \exp(J S_0^z + (q - 1)A)\rangle F(x) \big|_{x=0} \]
\[ = \left[ \left( 1 + S_0^z \sinh(\sqrt{\frac{1}{2}} G \gamma) + (S_0^z)^2 \cosh(\sqrt{\frac{1}{2}} G \gamma) - 1 \right) \right] \times F(x + \gamma) \big|_{x=0}. \]  

(6)

\[ m_1 = \langle S_1 \rangle = a_1(1 - \langle S_0^z \rangle) + a_2 \langle S_0 \rangle + a_3 \langle S_0^z \rangle \]  

(7)

with

\[ a_1 = F(\gamma), \]
\[ a_2 = \sinh(\sqrt{\frac{1}{2}} G \gamma) F(x + \gamma) \big|_{x=0}, \]
\[ a_3 = \cosh(\sqrt{\frac{1}{2}} G \gamma) F(x + \gamma) \big|_{x=0}, \]

where \( \gamma = (q - 1)A \) is the effective field produced by the \((q - 1)\) spins outside the system and \( A \) is an unknown parameter to be determined self-consistently.

In the effective-field approximation, the number of independent spin variables describes the considered system. This number is given by the relation \( n = \langle (S_0^z)^2 \rangle \). As an example for the spin-1 system, \( 2S = 2 \), which means that we have to introduce the additional parameters, \( \langle (S_0^z)^2 \rangle \) and \( \langle (S_0^z)^2 \rangle \) resulting from the usage of the Van der Waerden identity for the spin-1 Ising system.

\[ \langle (S_0^z)^2 \rangle = \left( \prod_{k=1}^{4} \left[ 1 + S_k^z \sinh(\sqrt{\frac{1}{2}} G \gamma) + (S_k^z)^2 \cosh(\sqrt{\frac{1}{2}} G \gamma) - 1 \right] \right) \times G(x) \big|_{x=0}. \]  

(8)

\[ \langle S_0^z \rangle = p_0 + 4n_1 \langle S_1 \rangle + 4(p_2 - p_0) \langle S_1^2 \rangle + 6p_1 \langle S_1 S_2 \rangle + 12(n_2 - n_1) \langle S_1 S_2^2 \rangle + 6(p_0 - 2p_2 + p_3) \langle S_1^2 S_2^2 \rangle + 4n_3 \langle S_1 S_2 S_3 \rangle + 12(p_4 - p_1) \langle S_1 S_2 S_3^2 \rangle + 12(n_1 - 2n_2 + n_4) \langle S_1 S_2 S_3^2 \rangle + 4(p_5 - 3p_3 + 3p_2 - p_0) \langle S_1 S_2 S_3^2 \rangle + 4(p_6 - 3n_4 + n_2 - n_1) \langle S_1 S_2 S_3^2 \rangle + 4(n_5 - n_3) \langle S_1 S_2 S_3^2 \rangle + 6(p_1 - 2p_4 + p_0) \langle S_1 S_2 S_3^2 \rangle + 4(n_6 - 3n_4 + 3n_2 - n_1) \langle S_1 S_2 S_3^2 \rangle + 4(n_5 - n_3) \langle S_1 S_2 S_3^2 \rangle + (p_0 - 4p_2 + 6p_1 - 4p_5 + p_7) \langle S_1 S_2 S_3^2 \rangle \]  

(9)

with the coefficients

\[ n_1 = \sinh(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ n_2 = \sinh(\sqrt{\frac{1}{2}} G \gamma) \cosh(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ n_3 = \sinh^2(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ n_4 = \cosh^2(\sqrt{\frac{1}{2}} G \gamma) \sinh(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}. \]

\[ n_5 = \sinh^3(\sqrt{\frac{1}{2}} G \gamma) \cosh(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ n_6 = \sinh^3(\sqrt{\frac{1}{2}} G \gamma) \sinh(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ p_0 = G(0), \]
\[ p_1 = \sinh^2(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ p_2 = \cosh(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ p_3 = \cosh^2(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ p_4 = \sinh^2(\sqrt{\frac{1}{2}} G \gamma) \cosh(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ p_5 = \sinh^3(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ p_6 = \sinh^3(\sqrt{\frac{1}{2}} G \gamma) \cosh^2(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ p_7 = \cosh^4(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}, \]
\[ p_8 = \sinh^4(\sqrt{\frac{1}{2}} G \gamma) G(x) \big|_{x=0}. \]

where the function \( G(x) \) is defined by

\[ G(x) = \frac{2 \cosh(\beta(x + h))}{2 \cosh(\beta(x + h)) + \exp(-\beta D)}. \]  

(10)

Corresponding to equation (6),

\[ \langle (S_0^z)^2 \rangle = \left[ \left( 1 + S_0^z \sinh(\sqrt{\frac{1}{2}} G \gamma) + (S_0^z)^2 \cosh(\sqrt{\frac{1}{2}} G \gamma) - 1 \right) \right] \times G(x + \gamma) \big|_{x=0}. \]  

(11)

\[ \langle S_1^2 \rangle = b_1 + b_2 \langle S_0 \rangle + (b_3 - b_1) \langle S_0^z \rangle \]  

(12)

with

\[ b_1 = G(\gamma), \]
\[ b_2 = \sinh(\sqrt{\frac{1}{2}} G \gamma) G(x + \gamma) \big|_{x=0}, \]
\[ b_3 = \cosh(\sqrt{\frac{1}{2}} G \gamma) G(x + \gamma) \big|_{x=0}. \]

When the right-hand sides of equations (3), (6), (8) and (11) are expanded, the multispin correlation functions can be easily obtained. The simplest approximation, and one of the most frequently adopted ones, is to decouple these equations according to

\[ \langle S_i^r S_j^r \ldots S_k^r \rangle \cong \langle S_i^r \rangle \langle S_j^r \rangle \ldots \langle S_k^r \rangle, \]  

(13)

for \( i \neq j \neq \ldots \neq k \) [33]. The main difference between the method used in this study and the other approximations in the literature emerges in comparison with any DA when expanding the right-hand sides of equations (3), (6), (8) and (11).

For the spin-1 Ising system with \( q = 4 \), taking equations (4), (7), (9) and (12) as the basis, we have derived a set of linear equations of the spin correlation functions that interact in the system. At this point, it has been considered that (i) the correlations depend only on the distance between the spins, (ii) the average value of a central spin and its nearest-neighbor spin (it is labeled as the perimeter spin) is equal to each other and (iii) in the matrix representations of spin operator \( \hat{S} \), the spin-1 system has the properties \( \langle S_i^r \rangle^2 = S_i^r \) and \( \langle S_i^r \rangle^4 = \langle S_i^r \rangle^2 \). Thus, the number of the set of linear equations obtained for the spin-1 Ising system with \( q = 4 \) reduces to 34 linear equations. It would be sufficient to give only some of these equations in this paper, since a
detailed study has already been carried out in our previous works [27–29].

\[
\langle S_0^2 \rangle = l_0 + 4k_1 (S_1^2) + 4l_2 (l_3 - l_0) (S_{12}^2) + 6l_1 (S_1 S_2) + 12k_2 (S_1 S_2) + 6l_0 (l_0 - 2l_1 + l_2) (S_{12}^2) + 4k_3 (S_1 S_2) S_3^2 + 12k_4 (S_1 S_2) S_4^2 + 4l_5 (3l_1 + 3l_2 - l_0) (S_{12}^2 S_{24}^2) + l_6 \langle S_1 S_2 S_3 S_4 \rangle
\]

By solving equation (15) numerically at fixed values of \(D/J\) and \(h/J\), we have obtained the parameter \(A\). Then, we used the numerical values of \(A\) to obtain the spin correlation functions \(\langle S_0 \rangle, \langle S_1 \rangle, \langle S_1 S_2 \rangle, \langle S_1 S_2 S_3 \rangle\) \((\text{quadrupole moment})\), \(\langle S_2^2 S_3^2 \rangle\) \((\text{biquadropole moment})\) and so on, which can be found from equation (14). Note that \(A = 0\) is always the root of equation (15), corresponding to the disordered state of the system. The nonzero root of \(A\) in equation (15) corresponds to the long-range order state of the system. Once the spin correlation functions have been evaluated, we can state how to calculate the thermodynamic parameters like the susceptibility, internal energy and specific heat of the spin-1 BC model on a square lattice.

The susceptibility curve can show the phase transition properties, particularly the critical temperature of the system. The longitudinal susceptibility for the system that describes the characteristics of the change of magnetization with magnetic field can be determined from the relation

\[
\chi = \frac{\partial \langle S_0 \rangle}{\partial \mu}.
\]

The internal energy \(U\) per site of the system can be obtained easily from the thermal average of the Hamiltonian in equation (1). Thus, the internal energy is given by

\[
-\frac{U}{N J} = q \langle S_0 \rangle - \frac{D}{J} \langle S_0^2 \rangle + \frac{h}{J} \langle S_0 \rangle,
\]

where the correlation functions \(\langle S_0 \rangle, \langle S_0^2 \rangle\) and \(\langle S_1 \rangle, \langle S_1 S_2 \rangle\) are obtained from equation (14) for the spin-1 system. With the use of equation (17), the specific heat of the system can be determined from the relation

\[
C_h = \left( \frac{\partial U}{\partial T} \right) h.
\]

The formulations of EFT with correlations for the spin-1 BC model on a square lattice have been given above. For the same model, Monte Carlo simulations have also been carried out. We employed the standard single-spin-flip Monte Carlo algorithm of Metropolis et al [34] to simulate the system described by the Hamiltonian in equation (1) on an \(L \times L\) square lattice with periodic boundary conditions and data were obtained with \(L = 64\). A number of additional simulations were performed for \(L = 128\), but no significant differences were found from the results presented here. We selected \(J = 0\), which means that the interaction between the nearest-neighbors spins is ferromagnetic. Configurations were generated by selecting the sites in a sequence through the lattice and making single-spin-flip attempts, which were accepted or rejected according to the Metropolis algorithm. Data were generated with 25,000 Monte Carlo steps per
Figure 1. Temperature dependence of magnetization for a spin-1 system with a crystal field on a square lattice: (a) IEFT approximation and (b) MC study. Dotted curves denote the magnetization curves in the absence of a magnetic field ($h/J = 0$) with selected values of the crystal field $D/J$. Solid curves are plotted for $D/J = -0.5$. (c) Temperature dependence of the fourth order magnetization cumulant $V_L$ for the linear lattice sizes of $L = 8, 16, 32, 64$ and 128. The dotted line refers to the transition temperature.

site after discarding the first 2500 steps. Ten independent MC runs of 25 000 MC steps per spin have been performed at each temperature. We tested the reliability of the data of our program by using a ground-state diagram that was investigated in previous studies [9].

The longitudinal magnetization per spin is a sum over each spin on the lattice and it can be determined from the relation

$$m = \frac{1}{L^2} \left( \sum_{i=1}^{N} S_i^z \right).$$

and the relationship of the magnetic susceptibility to the fluctuations of the magnetization can be written with the help of equation (19) as

$$\chi = \frac{\langle m^2 \rangle - \langle m \rangle^2}{k_B T}.$$  

The internal energy $U$ per site of the system can be obtained easily by computing the average energy of each spin on the lattice. Thus, the internal energy of the system is the average of the Hamiltonian in equation (1).

$$U = \frac{1}{L^2} \langle H \rangle.$$  

and finally, the specific heat of the system can be determined from equation (18).

In order to locate the transition temperature of the system more accurately, we computed the fourth order cumulant of magnetization $V_L(L, T)$ with various lattice sizes $L = 8, 16, 32, 64$ and 128. The fourth order cumulant of the magnetization, i.e. the Binder cumulant [35], for a spin cluster is defined by

$$V_L(L, T) = 1 - \frac{\langle M^4 \rangle}{3\langle M^2 \rangle^2},$$

where $\langle M^2 \rangle$ and $\langle M^4 \rangle$ denote the second and fourth moments of the magnetization in that cluster, respectively. The cumulant approaches the value $2/3$ in the thermodynamic limit at temperatures $T < T_c$, while it tends to zero, reflecting a Gaussian distribution of the magnetization histogram, at $T > T_c$. At $T = T_c$, $V_L(L, T)$ acquires a nontrivial value, the critical Binder cumulant $V_L^*$. 

3. Numerical results and discussions

In this section, we shall present the numerical results for the longitudinal magnetization, hysteresis loop, susceptibility,
specific heat and phase diagram of the spin-1 system on a square lattice. In our effective-field theory approximation, equation (14) is written in the form of a $34 \times 34$ matrix and all of the spin correlation functions are obtained as a function of temperature, the longitudinal magnetic field and the effective field produced by outer spins in the cluster, respectively. Then, by solving the self-consistent relation (15), we obtain the numerical values of $A$. If we insert the numerical values of $A$ obtained from equation (15) at selected values of $h/J$ for a fixed value of $D/J$, into the spin correlation function $\langle S_0 \rangle$ obtained from the $34 \times 34$ matrix, we can find the temperature dependence of $\langle S_0 \rangle$ (it is labelled as the longitudinal magnetization $m(m_0 = m_1 = m)$) for the spin-1 system on a square lattice.

The temperature dependence of longitudinal magnetization within the framework of IEFT approximation and MC study is plotted in figures 1(a) and (b), respectively. The numbers on the solid and dotted curves are the values of the longitudinal magnetic field and the crystal field. It can be seen from both figures that in the case of $h/J = 0$, the longitudinal magnetization $m$ falls rapidly from its saturation magnetization value ($m = 1.0$) to zero as the temperature increases and decreases continuously in the vicinity of the transition temperature and vanishes at $T = T_c$. This is the second-order phase transition. According to our introduced EFT approximation result, we clearly find that the transition temperature of the spin-1 system for the fixed values of $D/J = 0$ and $h/J = 0$ is $k_B T_c/J = 1.9643$. This value is a new result not found in the literature. Our result of 1.9643 on a square lattice is much closer to those obtained by the BA [5], CVM [8], CEFT [22] and EBPA [26] than those obtained by the EFT [19], a new type of cluster theory [23] and the DA [24].

In our MC simulations, we estimated the transition temperature with the help of the fourth order magnetization cumulant $V_L$ curves. The crossing point of the curves with $L = 8, 16, 32, 64$ and 128 gives the value of the transition temperature as $k_B T_c/J = 1.690$ as seen from figure 1(c). This result agrees with the SE analysis [36], but it is quite different from our introduced EFT approximation result. For comparison, the transition temperatures $k_B T_c/J$ at $D/J = 0$ and $h/J = 0$ obtained by several methods and the present work for the spin-1 BC model on a square lattice are given in table 1.

As can be seen from figures 1(a) and (b), when we apply a longitudinal magnetic field ($h > 0$ or $h < 0$) to the system, the magnetization value decreases slowly from its saturation magnetization value as the temperature increases. Remaining magnetizations are getting bigger as the longitudinal magnetic field increases. In the presence of an external field (for

---

**Figure 2.** The hysteresis loops for a square lattice of the spin-1 system when the crystal field is selected as $D/J = -0.5$ with four values of temperature $k_B T/J$. (a) IEFT approximation; (b) MC study results. (c) IEFT and (d) MC simulation results for $k_B T/J = 1$ with four values of $D/J$. 

(a) $D/J = -0.5$  
(b) $D/J = -0.5$  
(c) $D/J = -0.5$  
(d) $D/J = -0.5$
Figure 3. The susceptibility for a square lattice of the spin-1 system when the crystal field is selected as $D/J = 0$ and $-0.5$ with three values of the magnetic field $h/J$. (a) IEFT approximation; (b) MC simulation results. The effect of the crystal field on the susceptibility curves of the system by (c) IEFT, (d) MC simulation for $h/J = 0$ with several values of $D/J$.

Table 1. Transition temperature $k_B T_c/J$ at $D/J = 0$ and $h/J = 0$ obtained by several methods and the present work for a square lattice.

<table>
<thead>
<tr>
<th>Method</th>
<th>CVM</th>
<th>CEFT</th>
<th>CT</th>
<th>RG</th>
<th>SE</th>
<th>BA</th>
<th>EBPA</th>
<th>EFT</th>
<th>DA</th>
<th>Present work</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IETF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>MC</td>
</tr>
<tr>
<td></td>
<td>2.065</td>
<td>2.056</td>
<td>2.1436</td>
<td>1.46</td>
<td>1.688</td>
<td>2.065</td>
<td>1.915</td>
<td>2.188</td>
<td>2.117</td>
<td>1.9643</td>
</tr>
<tr>
<td></td>
<td>1.690</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

example $h/J = 1.0$ or 2.0) magnetization curves of IEFT and MC are in excellent agreement. From our calculation, we can also see that the longitudinal magnetization curves are symmetric for both positive and negative magnetic field values. These results are in a good agreement with those of previous works [28, 29, 37–40], but they are quite different from those of [27, 41, 42] without applying any longitudinal magnetic field. In figures 1(a) and (b), the effect of the crystal field $D/J$ on the magnetization process has also been shown. As the value of $D/J$ decreases then, the value of the transition temperature $k_B T_c/J$ also decreases. According to IEFT (see figure 1(a)), when the value of the crystal field is selected as $D/J < -1$, e.g. $D/J = -1.5$, the magnetization of the system shows a discontinuous behavior. We did not encounter this behavior in our MC simulation (figure 1(b)).

We have also investigated the influence of a longitudinal magnetic field $h$ on the longitudinal magnetization process at the fixed values of temperature and the crystal field for the spin-1 BC model [43] on a square lattice. In order to present hysteresis loops, we selected four typical temperatures and four crystal field values in figure 2. As we can see from figure 2, the details of the hysteresis loops depend on the temperature and crystal field. At the fixed value of $D/J = -0.5$, the hysteresis loops of a square lattice for the spin-1 system are shown in figures 2(a) and (b). From figures 2(a) and (b) we can see that the hysteresis loops do not occur at temperatures above the transition temperature $k_B T_c/J$ and the type of hysteresis loops becomes narrower as the temperature increases below the transition temperature. Then the hysteresis loop disappears when the temperature is higher than the transition temperature as in [28, 37–39]. When the temperature is fixed as $k_B T/J = 1$, the hysteresis loops for a square lattice are plotted in figures 2(c) and (d). As seen from these figures, the type of hysteresis loops becomes narrower as the absolute value of the crystal field increases. Then the hysteresis loop disappears when the absolute value of the
crystal field is large enough. Namely, these results show that the hysteresis loops at low temperatures are considered to originate from the competing effects between the exchange interaction term of the nearest-neighbor pair of spins and the Zeeman energy term in the Hamiltonian of the spin-1 system.

In figures 3(a) and (b), the numerical results of the susceptibility for the spin-1 system on a square lattice are given in the $(\chi, k_B T / J)$ plane for the three selected values of $h/J = 0, 0.1$ and $0.5$ when the crystal field is selected as $D/J = 0$ and $-0.5$. From figures 3(a) and (b), we can clearly see a peak at the critical temperature that corresponds to the divergence of the longitudinal susceptibility for $h/J = 0$. Furthermore, as can be seen from the figures, in the absence of the longitudinal magnetic field ($h/J = 0$), the curve of the susceptibility rapidly increases and expresses a peak at the phase transition temperature and then rapidly decreases as the temperature increases. In the presence of a longitudinal magnetic field, the phase transition is not observed, and the stronger the longitudinal magnetic field, the smaller is the susceptibility, reflecting the fact that the longitudinal magnetization is weaker. In figures 3(c) and (d), the longitudinal susceptibility is plotted in the absence of a longitudinal magnetic field with selected values of $D/J$.

We found that the critical temperature obtained by MC are always lower than those obtained by IEFT for the common values of $D/J$. Here, it is also shown that the critical temperature value $k_B T_c / J$ decreases as the absolute value of the crystal field increases, and according to our IEFT approximation results, the critical temperature has a double valued form for $D/J < -1$. Such a behavior has not been observed in our MC simulations. This difference is analyzed in detail by investigating the phase diagram of the system in the $(k_B T_c / J, D/J)$ plane with $h/J = 0$ (see figure 5).

In order to plot the specific heat curve of the system, we must know the internal energy. From the correlation functions in equation (14) and the definition (17), the internal energy can be calculated within the framework of the IEFT approximation. Furthermore, using the relation (21) one can easily obtain the internal energy of the system by applying MC simulations. Using the numerical derivative of the internal energy with respect to the temperature, we obtain the behavior of the specific heat with temperature for the selected values of the crystal field and the longitudinal magnetic field. The results are given in figure 4. We can see from figures 4(a) and (b) that in the case of $h/J = 0$, the specific heat curve of the spin-1 system exhibits a second-order phase transition at the Curie temperature $k_B T_c / J$ and rapidly decreases as the temperature increases; on the other hand, in the case of
When the $h/J \neq 0$, there is no phase transition observed in the system. In order to investigate the crystal field dependence in the absence of any longitudinal magnetic field, the behavior of the specific heat is shown in figures 4(c) and (d) for several values of the crystal field $D/J$. For the selected values of $D/J$, the specific heat curves exhibit a second-order phase transition at the Curie temperature. When the $D/J$ value draws close to the value of the tricritical point $D_t/J$, the discontinuity character of the specific heat begins to increase in height and a jumping in the specific heat curve at the transition point appears. This behavior can be interpreted as a competition between the exchange interaction, which tries to align the spins in the same direction, and the crystal field, which has the tendency to destroy this alignment.

IEFT and MC results are formally in good agreement with each other and some of the other methods [8, 19, 26, 39, 43, 44] in terms of the shapes of the longitudinal susceptibility and specific heat curves. As a result, by comparing the curves for both the susceptibility and specific heat for the nonzero values of $h/J$, we see that the phase transition has been removed in the system. All the calculated properties show the proper thermodynamic behavior over the whole range of temperatures, including the ground-state behavior ($\chi \to 0$ and $C \to 0$ for $T \to 0$) and the thermal stability condition ($C_h \geq 0$).

Finally, we have evaluated the phase diagram of the spin-1 BC model on the $(k_B T_c/J, D/J)$ plane and we have compared our results with those of the other methods in the literature. First, the phase diagram of the spin-1 system with the crystal field parameter $D/J$ is plotted within the framework of effective field theory with correlations. In order to plot this curve, we assumed $\langle S_0 \rangle = \langle S_1 \rangle$ and the effective field $\gamma$ is very small in the vicinity of $k_B T_c/J$ and solved the set of linear equations numerically in equation (14) using the self-consistent relation corresponding to equation (15). Then, MC results for the transition temperature $k_B T_c/J$ in the thermodynamic limit were estimated for each value of the anisotropy parameter $D/J$ by using the peaks of the longitudinal susceptibility.

Solid lines in figure 5 show the variation of the critical temperature $k_B T_c/J$ with the crystal field $D/J$ for the spin-1 Ising system with $q = 4$ by using the IEFT method and the MC simulation. As shown in table 1, the IEFT result for the critical temperature value at $D/J = 0$ is found to be $k_B T_c/J = 1.964$. On the other hand, according to our MC simulations the critical temperature value is estimated to be $k_B T_c/J = 1.690$. Furthermore, the solid line related to the IEFT on the plot shows that, for the values of $D/J < -1$, the transition temperature $k_B T_c/J$ becomes double valued. This is an expected result as shown in figures 1(a) and 3(c).

Table 2. The tricritical point $D_t/J$ and the corresponding temperature $k_B T_c/J$ obtained by several methods and the methods used in the present work.

<table>
<thead>
<tr>
<th></th>
<th>RG</th>
<th>CVM</th>
<th>MCRG</th>
<th>FSS</th>
<th>EBPA</th>
<th>EFT</th>
<th>Present work</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_t/J$</td>
<td>-1.972</td>
<td>-1.903</td>
<td>-1.9655</td>
<td>-1.9655</td>
<td>-1.906</td>
<td>-1.880</td>
<td>-1.901</td>
</tr>
<tr>
<td>$k_B T_c/J$</td>
<td>0.58</td>
<td>0.881</td>
<td>0.610</td>
<td>0.609</td>
<td>0.846</td>
<td>1.0</td>
<td>0.753</td>
</tr>
</tbody>
</table>

Figure 5. Phase diagram ($k_B T_c/J$ versus $D/J$ plot) of the spin-1 Ising ferromagnetic system on a square lattice ($q = 4$) was plotted by using the two methods used in the present work (IEFT and MC) and some other methods. The solid curves represent our results of the IEFT and MC simulations. The white circles on each curve denote the tricritical points.

$D_t/J \neq 0$, there is no phase transition observed in the system. In order to investigate the crystal field dependence in the absence of any longitudinal magnetic field, the behavior of the specific heat is shown in figures 4(c) and (d) for several values of the crystal field $D/J$. For the selected values of $D/J$, the specific heat curves exhibit a second-order phase transition at the Curie temperature. When the $D/J$ value draws close to the value of the tricritical point $D_t/J$, the discontinuity character of the specific heat begins to increase in height and a jumping in the specific heat curve at the transition point appears. This behavior can be interpreted as a competition between the exchange interaction, which tries to align the spins in the same direction, and the crystal field, which has the tendency to destroy this alignment.

IEFT and MC results are formally in good agreement with each other and some of the other methods [8, 19, 26, 39, 43, 44] in terms of the shapes of the longitudinal susceptibility and specific heat curves. As a result, by comparing the curves for both the susceptibility and specific heat for the nonzero values of $h/J$, we see that the phase transition has been removed in the system. All the calculated properties show the proper thermodynamic behavior over the whole range of temperatures, including the ground-state behavior ($\chi \to 0$ and $C \to 0$ for $T \to 0$) and the thermal stability condition ($C_h \geq 0$).

Finally, we have evaluated the phase diagram of the spin-1 BC model on the $(k_B T_c/J, D/J)$ plane and we have compared our results with those of the other methods in the literature. First, the phase diagram of the spin-1 system with the crystal field parameter $D/J$ is plotted within the framework of effective field theory with correlations. In order to plot this curve, we assumed $\langle S_0 \rangle = \langle S_1 \rangle$ and the effective field $\gamma$ is very small in the vicinity of $k_B T_c/J$ and solved the set of linear equations numerically in equation (14) using the self-consistent relation corresponding to equation (15). Then, MC results for the transition temperature $k_B T_c/J$ in the thermodynamic limit were estimated for each value of the anisotropy parameter $D/J$ by using the peaks of the longitudinal susceptibility.

Solid lines in figure 5 show the variation of the critical temperature $k_B T_c/J$ with the crystal field $D/J$ for the spin-1 Ising system with $q = 4$ by using the IEFT method and the MC simulation. As shown in table 1, the IEFT result for the critical temperature value at $D/J = 0$ is found to be $k_B T_c/J = 1.964$. On the other hand, according to our MC simulations the critical temperature value is estimated to be $k_B T_c/J = 1.690$. Furthermore, the solid line related to the IEFT on the plot shows that, for the values of $D/J < -1$, the transition temperature $k_B T_c/J$ becomes double valued. This is an expected result as shown in figures 1(a) and 3(c).

The point $D_t/J$, $T_c/J$ is the tricritical point that separates the first-order line from the continuous phase transition line. The value of the critical crystal field $D_t/J$ of the IEFT is equal to $-1.901$. The lower solution of the double-valued region between $D_t/J = -1.901$ and $D/J = -1$ just corresponds to the unstable solution, and below the point $D_t/J$, the $k_B T_c/J$ curve for the spin-1 system does not have a physical meaning. But our MC simulations show that there is no double valued form of $k_B T_c/J$ for any value of $D/J$. At this point, one should notice that the solid line related to the IEFT in figure 5 is clearly different from those of [26]. Because the EBPA is a Bethe–Peierls-like approximation [20] and the double-valued region does not appear in the $k_B T_c/J$ curve of the spin-1 Ising system as we obtained from our MC simulations. In table 2, we compared the values of $D_t/J$ and $k_B T_c/J$ at the tricritical point with the results obtained by some of the other methods in the literature. We can see from table 2 that the IEFT result $D_t/J = -1.901$ is much closer to the results of the EBPA [26] and CVM [8] than those obtained by the other approximation methods in table 2. On the other hand, our MC simulation result $D_t/J = -1.974$ is much closer to the results of RG [16], MCRG [9] and FSS [12] given in the same table.

It would be useful to denote that the critical single-ion anisotropy for the BC model is universally found to be $D_{ij}/q J = -0.47$ [19, 23, 24]. The phenomenon comes from the fact that the spin state at $T = 0$ K may change from the $S_z = \pm 1$ state to the $S_z = 0$ state at the critical value of $D/J = -q/2$. Our result $D_{ij}/q J = -0.475$ of the IEFT on a square lattice shows just a small deflection from this value.
4. Conclusions

In this paper, we have applied an IEFT and MC simulation to study the spin-1 BC model on a square lattice. In the IEFT, we can easily obtain the multispin correlation functions as functions of the temperature, effective field, longitudinal crystal field and magnetic field without using any kind of DA. This method is superior to conventional mean field theory and the EFT theory in the literature. In order to obtain credible results, we have also performed MC simulations and have discussed the influence of the longitudinal magnetic field on the magnetization, susceptibility and specific heat of the considered system. A number of interesting phenomena, originating from the temperature, crystal field and longitudinal magnetic field, were found. Furthermore, we have made a detailed comparison of the results obtained by the two methods with those of other methods in the literature.

The effects of the crystal field and the longitudinal magnetic field on the magnetization, susceptibility and specific heat have been investigated in detail. In this regard, the IEFT and MC methods give similar results. It was found that the critical temperatures obtained by MC are always lower than those obtained by the IEFT for the common values of $D/J$. The critical temperature of the system obtained by the IEFT is much closer to those obtained by the Bethe approximation, the cluster variational method, the CEFT and the EBPA than to those obtained by the EFT, a new type of cluster theory and the decoupling approximation. However, the MC result agrees with the SE analysis, but is quite different from the IEFT result.

In addition, in order to bring into sharp relief how the thermodynamic quantities change with the temperature and crystal field, we have also evaluated the phase diagram of the spin-1 system with $q = 4$ in the $(k_B T_c/J, D/J)$ plane at $h/J = 0$. In the negative crystal field range, the first-order phase transition occurs when the crystal field $D/J$ is sufficiently negative and this critical value obtained by the IEFT is larger than that obtained by MC simulation. On the other hand, the value of $D/J$ at the tricritical point of the IEFT is much closer to the results of the EBPA and the CVM than those obtained by the other approximation methods in Table 2. MC results for $D_h/J$ are more or less equal to those obtained by the RG method, the FSS methods and the MCRG method.

We believe that the IEFT theory and the MC simulation method can also be applied to more complicated model systems, such as the Ising ferromagnetic systems in the presence of the biquadratic exchange interaction, crystal field and transverse fields. This should be done in a future work.
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